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Abstract

Recently, multi-objective genetic algorithms have been applied to real-world problems and
the good results were derived. When evaluation function needs a huge calculation time to
derive fitness value, high calculation cost becomes a problem. One solution to this problem
is to perform the search with a small population size. With this solution, however, the
diversity of the solutions is often lost. This means that Pareto optimal solutions with high
diversity may not be obtained. To resolve this issue, we proposed a new diversity main-
tenance method using Artificial Neural Network (ANN). In this method, the converged
solutions on certain points are relocated uniformly in the objective space by inverse analy-
sis using ANN. In this paper, we improved the proposed method using clustering method
before inverse analysis. This mechanism improves the approximation ability of ANN. The
proposed method was introduced to NSGA-II, and its effectiveness was examined on math-
ematical test functions. In some test functions, the proposed method provided solutions
with a high degree of diversity, even when the search is performed with a small number
of solutions on the high dimensional problems. The effectiveness of the clustering before
inverse analysis was also discussed through the experiments.

Keywords: Multi-objective genetic algorithm, Neural network, Inverse problem, Diver-
sity, Clustering.

1 Introduction

Recently, multi-objective genetic algorithms have been applied to real-world problems and
the good results were derived [1, 2]. However, in real-world problems, it usually takes a
large amount of time to evaluate one parameter set. Therefore, in these problems, even
if fine algorithms with effective search ability are applied, satisfactory results cannot be
obtained with insufficient calculation time. To handle this problem, two approaches have
been mainly proposed.

The first approach is to perform a MOGA search with parallel processing. In such
parallel models, MOGA operations are executed in many computational resources sharing
the processes among them. Such parallel studies have been reported by many researchers,
most of which have made use of the master-slave or island model [3, 4, 5, 6, 7, 8]. Especially,
it is reported that Deb’s parallel model can obtain good Pareto optimal solutions while
reducing the calculation time.

The other approach is to reduce the calculation cost of MOGA operations by improving
the design of algorithms. In this paper, such algorithms requiring low calculation cost are
discussed.



2 Approach for Reducing Calculation Cost and Its Issues

2.1 Approach for Reducing Calculation Cost

It is important to consider not only the quality of Pareto optimal solutions, but also the
length of calculation time. Therefore, we need to design algorithms that can derive rea-
sonable solutions with fewer evaluation calls in MOGA search. There are two approaches
to develop such algorithms.

The first approach is to use the response surface methodology [9], which is a tech-
nique for approximating objective functions. This method reduces the calculation cost
by generating approximations of objective functions and treating those as the objective
functions for each evaluation. There are several response surface methodologies, such as
the quadratic polynomial model [10], the neural network model [11, 12, 13|, and Kriging
model [14]. Among these, the quadratic polynomial model is commonly used, because it
is the simplest and has low calculation cost for approximation. Although the approxima-
tion cost associated with the other models is greater than that of the quadratic model,
the neural network model and Kriging model allow approximation of more complicated
objective functions [15].

On the other hand, the method discussed here involves a search with a small number
of solutions. This approach can reduce the calculation cost, but the search solutions often
converge to a few points in the search process. This may have a negative influence on the
quality of the derived Pareto solutions, especially with regard to uniform distribution. We
have proposed a mechanism that restores the diversity of the solutions using an Artificial
Neural Network (ANN) [16]. In this mechanism, converged solutions are relocated accord-
ing to target solutions that are distributed evenly on derived Pareto front in the proposed
model. Using this mechanism, Pareto optimal solutions with a high degree of diversity
can be obtained even when the search is performed with a small population size. In this
paper, we improved the proposed method using clustering method before inverse analysis.

2.2 Issues to Overcome in the Proposed Mechanism

In our relocation mechanism, target solutions with uniform distribution are required to
relocate converged solutions in the objective space. However, it is very difficult to deter-
mine the design variable values of these targets, as they exist in the objective space but
not in the design space. Therefore, to obtain such desirable solutions, the design values
must be determined through inverse analysis. A technique for ANN known as network
inversion [17] was used here for this inverse analysis.

Similar to my research, many multi-objective optimization methods using ANN are
reported in recent years, however, our goal is different from those other methods. Their
goals can be classified mainly into two types: methods that reduce the calculation cost for
each evaluation using an approximation function of the forward objective function [18],
and those to obtain approximation of the inverse and apply it for local searches [19, 20].
On the other hand, our approach is to restore the diversity of solutions by relocating them.

But, in this relocation, there is another problem involving the solutions for training
ANN. To generate fine approximations, solutions that exist in the neighborhood area of
each other should be applied as the training data set for ANN. However, in some cases,
even when the solutions derived by MOGA are closely distributed in the objective space,
they may not be so in the design space. Therefore, we attempt to improve the accuracy
of an approximation by applying clustering to such solutions.

3 Diversity Restoration Mechanism Using Clustering and
Network Inversion
In this paper, a mechanism to restore the solution diversity using clustering and network

inversion is proposed. This mechanism is composed of four processes: MOGA search,
clustering, training ANN, and relocation. Details of these processes are described in the



following sub-sections. With this mechanism, it is expected that the diversity will be
restored, even when the solution diversity is lost in the small population search.

In addition, we propose the diversity maintenance method by iteration of the proposed
mechanism. The application timing of diversity restoration mechanism is determined by
the following two steps: 1)The first application is when the number of non-dominated
solutions equals to the search population size in MOGA search. 2)The remaining applica-
tion is determined by the equal interval to the remaining generations. The concept of the
proposed method is shown in Figure. 1.
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Figure 1: Concept of the Proposed Method.

3.1 Clustering

We can obtain Pareto solutions by MOGA search in various complex functions. However,
even if they are adjacent in the objective space, they may not be so in the design space.
The distribution of the population in multi-modal test problem ZDT4 is shown in Figure. 2
as an example of this situation.

In the left and right figures of Figure. 2, the ID indicates the same solution, and this
ID is determined by the following clustering algorithm. In Figure. 2, solutions 3 and 4 are
adjacent in the objective space, but not in the design space. When all of these solutions are
used to generate an approximation function, it is difficult to obtain a fine approximation
due to the noise effects of such solutions. To resolve this issue, before the approximation,
it is required to select the solutions that exist close to each other in both spaces as the
training data set. For this purpose, we proposed a new clustering algorithm as follows:
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Figure 2: Distribution of the Population in the Objective and the Design Space.

base solution
3 = 0 : the solution with the minimum f1 value.
7 = 1 : the solution with the maximum f1 value.

Step 1-1: In the objective space, calculate the Euclid distances between all solutions and
the base solution. (i=0)

Step 1-2: After sorting the solutions in ascending order by the distance, assign them IDs
in ascending order.

Step 1-3: In the design space, calculate the Euclid distances between all solutions and
the base solution. Then, sort by the distance in ascending order.

Step 1-4: From the sorted list of solutions, select solutions in ascending order while the
following condition is satisfied: the solution has the larger (i=0) or smaller (i=1) ID than
the previous solution.

Step 1-5: If i=0, update the base solution (i=i+1), and return to Step1-3.

Step 1-6: End if selected solutions in both cases are the same. If not, return to Stepl-1
using the solutions of each cluster. (i=0)

The sorting process of the data set in Figure. 2 is shown in Figure. 3.
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Figure 3: Sorting Process of Clustering.

By applying this algorithm to derived solutions of a MOGA search, a training data
set without noise can be applied for approximations. For example, when this algorithm
is applied to the data of Figure. 2, two clusters can be made: one cluster is composed of
solutions 1, 2, 3, 5, 6, 7, and the other is 4 and 8. By creating an approximation by the
solutions of each cluster, a fine approximation can be obtained.

3.2 Training ANN and Relocation

In this section, the relocation mechanism using network inversion is described. The algo-
rithm of the proposed relocation mechanism is as follows:

Step 2-1: A linear line passing through the set of non-dominated solutions is obtained
through interpolation.

Step 2-2: In a set of n non-dominated solutions , all solutions are removed except those
on both ends. Then, n — 2 targets are created uniformly on the linear line by f1.

Step 2-3: The set of solutions after clustering is used as a data set for training ANN, and
an approximation function is created.

(Input: design values; Output: objective values)



Step 2-4: Network inversion is performed and the design values corresponding to the
objective values of the targets are obtained.

Step 2-5: The obtained design values are evaluated using the real objective function.
Step 2-6: Archive and solutions obtained from ANN are combined, and the archive update
mechanism of NSGA-II is executed.

Inverse Analysis by Network Inversion

The design values of targets are obtained through network inversion. In this technique,
the approximation function is trained by the forward relation of the objective function, and
non-dominated solutions derived by MOGA search and clustering are used as the training
data set. After obtaining approximations, a set of target objective values is applied as an
output data to the fixed forward network, and a set of design values of solutions obtained
by MOGA search and clustering is applied as an input. Then, preserving the weights of the
fixed network, the input values are updated according to the calculated input correction
signal. From this, the design values of the target solutions can be determined.

Determination of the Target Positions

Next, we describe how to determine the objective function values of the target solu-
tions. There are two steps to obtain those values. In the first step, a linear interpolation
line is obtained (Step 1). To this interpolation, a linear interpolation method was adopted,
because it showed more positive results in preliminary experiments than two-dimensional
interpolation. In the second step, targets are allocated to satisfy the following two con-
ditions: 1) solutions lie on the interpolation line; 2) solutions are at equal distances with
regard to fl. As it is difficult to set the targets in many objectives (more than three), this
paper focuses on two-objective optimization problems. Many objectives problems (more
than three) will be examined in future studies. The scheme of the determination of the
target position is shown in Figure. 4.
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Figure 4: Concept of Detemination of the Target Positions.

The left diagram in Figure. 4 shows Pareto-optimal solutions, and the relocation con-
cept is illustrated to the right in Figure. 4.

4 Effectiveness of Diversity Restoration Mechanism using
Clustering and Network Inversion

In this section, we discuss the effectiveness of the proposed mechanism with clustering
and network inversion. It is expected that this mechanism will provide a high degree of
diversity to the derived solutions from MOGA search using network inversion. However,
in some cases, even when these solutions are closely distributed in the objective space,
they may not be so in the design space. For example, when a set of objective values
can be obtained by multiple sets of design values, such situations tend to occur. In
such cases, fine approximation cannot be obtained. Therefore, we attempt to resolve this
problem by applying clustering before network inversion. Using the clustering operation,



the approximation can be created by the solutions that exist closely in both the spaces.
In this paper, as a preliminary study, we chose the ZDT1, ZDT2, and ZDT4 [21] problem
as the problems with relatively smooth function landscape. Especially, ZDT4 is a multi-
modal test problem requiring the clustering process to create the fine approximations.
The equations of ZDT1, ZDT2, and ZDT4 are shown in Table. 1. The fixed parameters
regarding NSGA-II in all experiments are illustrated in Table. 2.

Table 1: Test Problem (ZDT1, ZDT2, ZDT4)
Problem | Functions
ZDT1 min f1 = xy
min fo=gxh
g=(1-(21/9)1/2))
9=01+9Ls)/(n—1)
h=1-(x1/9)1/2)
x; € [0,1]
ZDT2 min f1 = a1
min fo =g X h
g=(1-(21/9)(2))
9=01+9(Ls)/(n—1)
h=1-(z1/9)1/2)
x; € [0, 1]
ZDT4 min f1 = x
min fo =g xh
g=1+10(N —-1)

+ 37 (22 — 10cos(4mx;))
h=1-(f1/9)"°
T € [0,1], x; € [—5,5], 1 =2,...,10

Table 2: Fixed Parameter Settings in All Experiments

Crossover rate 1.0
Method of crossover One-point crossover
Length of chromosome 20 X dimension
Mutation rate 1/Length of chromosome

Evaluation Method

CoverRate —method to evaluate the distribution of the solutions in the objective
space — is used to evaluate a set of non-dominated solutions. The value of Cover Rate is
calculated by the following procedures. In a set of non-dominated solutions of the archive,
the width, which is defined by the difference of the maximum and minimum value in an
objective, is divided equally into K parts (K=the number of search solutions). Then,
the number k; of dominated domains that solutions exist in are counted. Cover Rate is
calculated by iterating this process for all N objectives.

_ 1NN ki
Cover Rate= + > ;.0 #

When the solutions exist in each domain without duplication as much as possible, the
indicator value is closer to 1.0. The concept of Cover Rate is shown in Figure. 5

GeneralDistance(GD)—method to evaluate the convergence of the solutions to the
Pareto front — is used to evaluate a set of non-dominated solutions. The value of GD is
defined as the following equation.

GD= XV ?:1 a
n

n is the number of non-dominated solutions obtained by seach algorithms, and d; is
the Euclidian distance measured in the objective space between the each solution and the
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Figure 5: Concept of Cover Rate.

nearest one of the Pareto front. In this metric, GD=0 indicates that the all solutions exist
on the Pareto front. Therefore, the smaller value means the better solutions obtained with
regard to the convergence to the Pareto front.

4.1 Assessment of Approximation Ability using Clustering and Network
Inversion

We proposed a new clustering algorithm regarding the vicinity among non-dominated
solutions obtained by MOGA search in both the objective and the design space. In
this experiment, the effects of clustering were examined by comparing two cases, with
and without clustering. ZDT4 is selected as the test problem, because it is a difficult
problem due to its multi-modality, that one function value is derived by multi-sets of the
design variable values. In this case, clustering is an essential technique to generate fine
approximations. The test data set is shown in Figure. 6. NSGA-II is applied as the MOGA
method to introduce the proposed mechanism in all experiments. The population size was
set to 10, and the number of design variables was 2.
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Figure 6: Data Set for Clustering.

In Figure. 6, the left figure shows the objective space of the test data set, and the right
is the design space. In this test data set, some solutions adjacent in the objective space are
not in the design space. To these solutions, two patterns of handling are compared: One is
the method with clustering, and the other is without clustering. Then, after this operation,
network inversion is applied to these solutions. The results are shown in Figure. 7.

In Figure. 7, the above figure shows the distribution of the target solutions in the
objective space. The figures on the left and right show the distributions of the solutions
with and without clustering respectively. Figure. 7 indicates that when the adjacent
relation of the solutions are different in the objective and design space, application of
clustering before network inversion improves the accuracy of the approximations.
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Figure 7: Comparison of the Results with and without Clustering.

4.2 Verification of the Effects of the Proposed Mechanism on Cover
Rate

We next examined the improvement of solution diversity with the proposed mechanism
by a numerical value. The proposed mechanism is mainly composed of a MOGA search
and the diversity restoration step. In this experiment, the case with only a MOGA search
and the case with both processes were compared in 30 trials. Three test problems (ZDT1,
ZDT2, and ZDT4) were tested with the three patterns of the number of design variables.
Cover Rate was adopted as the evaluation indicator of the solution diversity. The experi-
ment parameters are shown in Table. 3. The results are shown in Figure. 8 to Figure. 10.

Table 3: Parameter Settings in the Verification of the Effects of the Proposed Mechanism
on Cover Rate

Problem ZDT1 | ZDT2 | ZDT4

Population size 10

Generation 50 [ 100

Dimension 2,5,10

Number of application of the proposed mechanism 1
ZDTI1
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Figure 8: Cover Rate (Max, Median, Min) in ZDT1.

From Figure. 8 to Figure. 10, we can infer that the proposed mechanism can obtain
solutions with a higher degree of diversity than those of NSGA-II. In addition, though
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Figure 10: Cover Rate (Max, Median, Min) in ZDT4.

median quality regarding diversity is lower in higher dimensions with the same number of
evaluations, the proposed method provides a high degree of diversity constantly in even
such severe situations.

4.3 Verification of the Effects of Iterating the Proposed Mechanism

From the previous experiments, we found that the proposed mechanism can improve the
diversity of solutions. The preservation of the high degree of diversity is one of the most
important matters in the quality of Pareto-optimal solutions. This is desired not only
in the last result of the MOGA search, but also during the search. We assume that the
high diversity during the search is not preserved. In such cases, if the search is stopped
short in a problem requiring a large calculation cost, the derived solutions would have only
low degree of diversity. On the other hand, if high diversity is preserved, the solutions
with high diversity can be obtained. To enable such diversity maintenance search, in this
paper, the new diversity maintenance method with iteration of the proposed mechanism
is proposed.

In this experiment, we examined the variance of Cover Rate in every generation. Three
test problems are tested with three patterns of design variables. The parameters in this
experiment are shown in Table. 4.

Table 4: Parameter Settings in the Verification of the Effects of Iterating the Proposed

Mechanism
Problem ZDT1 | ZDT2 | ZDT4
Population size 10 20
Generation 100 200
Dimension 10
Number of application of the proposed mechanism 6 | 10

The investigation of the number of the applications of the proposed mechanism is in
the future works. The results of this experiment in Cover Rate are shown in Figure. 11 to



Figure. 13, and GD Result is shown in Table. 5 to confirm the convergence of the solutions
to the Pareto front. In this comparison, the number of evaluation calls are set to the same
in both methods.
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Figure 13: Variance of Cover Rate During the Search (ZDT4).
Table 5: GD Results
Problem ZDT1 ZDT?2 7ZDT4
NSGA-IT mean | 0.209384841 | 0.347565320 | 3.532395769
std dev | 0.105594909 | 0.128004631 | 1.659361456

Proposed Method mean
std dev

0.237733100
0.130098275

0.362001831
0.214421932

3.060460718
1.312268380




From Figure. 11 to Figure. 13, side figures show the plots of all non-dominated solutions
of NSGA-II and the proposed method in 30 trials, and center figure shows the variance
of Cover Rate. The results from these figures indicate that the search with the proposed
method can preserve a high degree of diversity during the search. And from Figure. 5, the
accuracy of the solutions which is obtained by the proposed method is comparable to the
conventional one. From these experimental results, we can conclude that the proposed
mechanism can improve the diversity of the solutions even in high dimensional search.
Moreover, the proposed method with iteration can preserve a high degree of diversity
during the search without deterioration of the search performance regarding accuracy.

5 Conclusions

In this paper, a new diversity restoration mechanism was proposed. This mechanism
is composed of the four parts, MOGA search, clustering, training ANN, and relocation.
MOGA search is a conventional search with MOGA, such as NSGA-II. In this search,
many types of MOGA methods can be applied to this mechanism. Clustering is the
procedure to select the solutions which exist close to each other in both the objective
and the design space. In training ANN, an approximation function is trained by forward
relation of objective function, and the solutions obtained by the previous two processes are
used as the training data set. In relocation process, the solutions are relocated uniformly in
the objective space. To obtain the solutions with uniform distribution, the design variable
values of the target solutions, which are distributed uniformly in the objective space, must
be determined by inverse analysis. For this purpose, network inversion is performed by the
fixed approximation function created from training ANN. Thus, this proposed mechanism
can restore a high degree of diversity of solutions with uniform distribution. In addition,
we proposed the new diversity maintenance method with iteration of its mechanism. It
maintains the solution diversity during the search, even when searching with a small
number of solutions. Here, the proposed mechanism was introduced to NSGA-II, and
its effectiveness was examined on mathematical test functions. From the results of the
numerical experiments, we can conclude that the proposed mechanism can improve the
diversity of solutions, even with the small population search on the high dimensional
problems. Also, the proposed method with iteration of the proposed mechanism can
preserve a high degree of diversity of the solutions during the search in some mathematical
test functions.
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